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ABSTRACT 
 

Detecting fraud and anomalies in financial transactions is crucial in safeguarding institutional assets, 

maintaining regulatory compliance and ensuring customers trust in financial system. This study 

investigated methods of detecting frauds or anomalies in transactions within financial institutions, a vital 

task to prevent financial losses, reduce investigative costs, and comply with regulatory standards. We 

compared the efficiency of three statistical models: Logistic Regression, Linear Discriminant analysis 

(LDA).and Quadratic Discriminant (QDA), in identifying fraudulent activity. Secondary data of over 

280,000 financial transactions from an online website (Kaggle) was used to evaluate each model based on 

accuracy, precision, and error rates, for both fraudulent and non-fraudulent classifications. The results 

indicated that Logistic Regression outperformed LDA, and QDA, achieving the highest accuracy and 

lowest error rate, making it the most effective model among the models considered in the study for fraud 

detection in this context.   

Keywords: Fraud Transactions, Anomalies, Discriminant Analysis, Financial Institutions, Logistic 

Regression. 

INTRODUCTION 

Electronic banking services have faced regulatory pressures to secure it operations while out sourcing 

critical infrastructure like ATM to private operator. This threat has highlighted the urgent need to 

effectively detect fraud mechanisms and hence safeguard financial transactions and maintain the integrity 

of electronic banking services (Kian, 2022). 

Risk management in financial institutions relies heavily on risk models to quantify and control anomalies 

or outliers in financial transactions. The insights and timely risk metrics provided by these essential models 

do not only inform decision making, but also help regulatory standards (Crépey et al., 2022). 

Financial institutions around the world suffer impacts of fraudulent monetary transactions. Protection 

measures for either face-to-face or online banking transactions suffer some sort of scam thereby subjecting 

vulnerable bank users to financial fraud impact or it equivalences (Torres & Ladeira, 2020). Managing 

these grievous challenges using multivariate statistical models and as well compare their performances in 

correctly classifying fraudulent financial transactions is the focus of this paper. Financial fraud has garnered 
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much more attention in the past decades due to the potential consequences of undetected anomalies within 

the industry and our everyday life. These crimes can vary in nature and have the effect of possibly 

destabilizing economies, increasing the cost of living and impacting the consumer’s sense of security (Hilal 

et al., 2022). 

Agresti (2002) extended the ordinary regression concept to logistic regression models to include qualitative 

multiple explanatory variables, often called factors. He defined the model 

 π(X)=p(Y=1) at values x= (x_1, x_2, x_p) of p predictors as  

                               logit[π(X)] = ∝+ β_1 x_1+β_2 x_2+ …+β_p x_p                                             (1) 

The parameter β_i refers to the effect of x_i on the log odds the Y= 1, controlling the other x_j. For instance, 

〖exp⁡( β〗_i) is the multiplicative effect on the odds of a 1-unit increase in x_i, at fixed level of other 

x_j. An explanatory variable can be qualitative, using dummy values for categories. 

Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) are valuable tools in 

detecting fraud within financial transactions by classifying transaction patterns.LDA is effective when 

classes share similar covariances, while QDA accommodates differing covariances, aiding in 

distinguishing complex transaction behaviours. These techniques improve precision in identifying typical 

versus suspicious transactions, strengthening fraud detection efforts (Bolton & Hand, 2002). Therefore, 

study compares the performance of the three models in determining the factors that best describe fraudulent 

financial transactions in our financial institutions. 

METHODOLOGY 

 Logistic Regression as explained by (Scott et al., 1991) is used for binary classification, modelling the 

probability P(Y=1/X), of an outcomes Y=1, given a vector of predictors X= X_1, X_2…, X_k. The values 

take the form 

                            P(Y=1/X) =1/ (1+e^ (-(A_0+A_1 X_1+A_2 X_2+ …+A_k X_k)))                    (2) 

where  

Y is the binary dependent variable (0 or 1) 

x_i, i=1, 2, k are the predictor variables 

A_i i=0,1, 2…, k are the coefficients of the predictor estimated by maximizing the likelihood function. 

Linear Discriminant Analysis (LDA) aims to find a linear combination of features that best separates two 

or more classes. Assuming classes have a common covariance matrix, LDA classifies based on the 

following decision rule: 

                                   δ_k (X)=X^' ∑^ (-1) μ_k-1/2 μ_k^' ∑^ (-1) μ_k+ lin (π_ k)                           (3) 

where μ_k is the mean vector of the class k, ∑ is the shared covariance matrix and π_k is the prior 

probability of class k (Hastie, T., Tibshirani, R., & Friedman, 2009). 

Quadratic Discriminant Analysis (QDA) generalizes LDA by allowing each class to have it own covariance 

matrix, offering more flexibility. The decision rule is  

δ_k (X)=1/2 lin|∑_k | -1/2 〖 (X - μ_k) 〗^' ∑_k^ (-1) 〖 (X- μ〗_k) + lin(π_k)                    (4) 

where ∑_k is the covariance matrix specific to class k, and other terms are as in LDA. QDA is advantageous 

when the assumption of equal covariance does not hold (James et al., 2013). 

R (caTools, ROCR, tidy verse, caret) programming was used to fit the three models (Logistic Regression, 

Linear and Quadratic Discriminant models). 

 

Data Description 
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The data used are secondary data obtained online from Kaggle with the following features: total 

observations =284807, Amount of Transaction, Class (1= Fraud, 0 = no fraud). The 28 other variables (V1, 

V2, …, V27, V28). were labelled, but not the real representation was kept hidden for confidential reasons. 

Presentation of Tables 

The classification error rate is the proportion of incorrect predictions over the total number of predictions. 

Given false negatives (FN), false positives (FP), true positives (TP), and true negatives (TN), the error can 

be as expressed by (Powers, 2020) 

Error Rate=(FP+FN)/ (TP+TN+FP+FN)   (5) 

Table 1: The confusion matrix from the Logistic model 

 Predicted (0) Predicted (1) Error 

Actual (0) 284273 42 0.000794 

Actual (1) 184 308  

 

Table 2: Confusion matrix for the LDA 

 Predicted (0) Predicted (1) Error 

Actual (0) 284256 115 0.000611 

Actual (1) 59 377  

 

Table 3: Confusion matrix for the QDA 

 Predicted (0) Predicted (1) Error 

Actual (0) 277263 60 0.024971 

 Actual (1) 7052 432  

 

RESULT AND DISCUSSION  

Logistic Regression (Table 1) performed the best comparing the false positives (42). It has the lowest 

classification error for both classes, especially with high accuracy in predicting class (0) and reasonably 

good performance in predicting class (1), making it the overall best model for the predictors with error rate 

of 0.000794.  

The LDA model (Table 2) performed better than the QDA with the lowest error rate (0.000611), but slightly 

worse than logistic regression (False positive = 115). It has a slightly high error rate compared to logistic 

regression but yet captured both classes, especially with fewer false negatives for class (1). 

The QDA model (Table 3) performed the poorest. Although it has a smaller false positive of 60, but it is 

significantly higher error rate (0.024971), particularly with a very high false negative count for class (1), 

showing that it struggled to accurately classified the minority that both the logistic regression and the LDA 

models. 

 

CONCLUSION 
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In this study, three distinct models (Logistic Regression, Linear Discriminant Analysis, and Quadratic 

Discriminant Analysis) were explored to detect fraudulent transactions within financial institutions. Based 

on the results, Logistic Regression demonstrated better performance, having the highest accuracy and 

lowest error rate among the three models, LDA performed moderately well bur QDA exhibited significantly 

higher error rate, especially in the misclassification of fraudulent transactions. The findings show the 

potential of Logistic Regression as a reliable tool for fraud detection, given it balanced approach in 

managing false positives and false negatives effectively.  

RECOMMENDATION  

To enhance fraud detection accuracy in financial institutions, we recommend prioritizing Logistic 

Regression models due to their robust performance across different transaction types. Furthermore, 

financial institutions should consider continuous updating model parameters to account for evolving fraud 

patterns and to improve detection rates. Additional research could explore the interaction of ensemble 

models or hybrid approaches that combine the strengths of different classification techniques for more 

comprehensive fraud detection system. 
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